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How do you feel today?

오늘기분이어때요?

Language Translation

Como você se sente hoje?



Agenda
1. Seq To Seq Model

2. Transformer Model

3. Model Comparison

4. QnA



Seq To Seq
Model



• LSTM : Used for performance of RNN
• CONTEXT Vector: Hidden Layer

Seq to seq structure predicts words that are likely to appear next.



• AI Hub, “Korean-English Corpus Sample Data”

• 550K sets of conversational and colloquial data

Korean-English Dataset



Preprocessing

1. Removing unnecessary noise using Regular Expression

2. Tokenization

3. Integer Encoding

4. Padding

5. One Hot Encoding

6. Adding start token and end token

 

Remove unnecessary noise

Add starting token, ‘\t’, and end token,  ‘\n’.



• Korean—using OKT module of Konlpy

• English—using Tokenize of NLTK

• Generate a dictionary for tokenized vocabulary

(with index)

• Sort from highest frequency

• e.g., Highest frequency = 1

Tokenizing Korean
Dictionary for

Tokenized Vocabulary

Tokenization



• Using the dictionary

• Allocate numbers according to the index of 

each vocabulary

• Remove <END> from the decoder input.

• Remove <START> from the actual 

vocabulary (i.e., the answer).

‘1’ means <START> (Decoder input)

‘2’ means <END> (Actual vocabulary)

Integer Encoding



• Padding

• To make the length of sentences 

uniform

• Using the longest sentences as the 

standard

• One Hot Encoding

• Using Tensorflow

Padding and One Hot Encoding



LSTM showed poor performance.



• Use Portuguese instead of Korean for its 

similarity to English (ManyThings.org, “Tab-delimited Bilingual 

Sentence Pairs” / 150K sets of Portuguese-English data pair)

• Translate Portuguese to English

• Use the same process as in the Korean-English 

translation

• Character tokenization has been added

• Character tokenization showed better 

performance.

Character Tokenization

Translating Portuguese-English



Transformer
Model



Transformer structure adds positional information.

• Positional Encoding



- Load Portuguese-English dataset from TED Talks Open Translation Project, using TFDS

- The dataset includes 50K training examples, 1.1K validation examples, and 2K Test examples

- Generate customized sub-word tokenizer from the training dataset.

- Add start and end tokens to the input and target

Setting the Input Pipeline



• Mask all pad tokens in sequential order.

• Prevent the model from processing padding as input.

• Mask indicates where pad value 0 is located.

• Print 1 at the pad value 0 location, other wise print 0.

Masking



Decoder

Encoder

Encoder and Decoder



Model Comparison



• BLEU(Bilingual Evaluation Understudy)

- Measures translation performance by comparing outcomes of machine translation and human translation

- “measuring correlation between the sentence translated by the model versus sentences actually 

translated by human translators”

- Higher score indicates better performance.

- Can be used regardless of language BLEU Score Interpretation

<10 Almost meaningless

10–19 Difficult to get to the point

20–29 Clear to the point but with many grammatical errors

30–40 Good, understandable translation

40–50 High-quality translation

50–60 Appropriate, fluent translation of very good quality

60< Generally better than human

BLEU



• Brevity Penalty: Penalizes translations that are 

too short

• N-gram Overlap

• Measures the degree to which n-grams (n 

= 1, …, 4) in the candidate translation 

match n-grams in the reference translation

• The number of n-grams is limited to the 

maximum number of n-grams generated 

from the reference to prevent over-

calculation.

BLEU score formula consists of brevity penalty and n-gram overlap.



Correct Answer seq2seq Transformer BLEU(seq2seq) BLEU(Transformer)
Could you please turn on the 
heat?

Could you please tell me 
what's going on?

would i get a flap up of the 
heat , please ? 0.3656 0.6389

Don't throw away a good 
opportunity.

Don't throw away a good or 
uset here. 

you get cheese out a good 
opportunity . 0.5170 0.4347

We've got a big day ahead of 
us tomorrow.

Let's see if we can get the 
gate of more. 

We fixed a long day to have a
three-dimensional day . 0.5623 0.6530

I don't know when he came 
back from France.

I don't know where Tom had 
to do that.

i get on my way that he 
returned to the sovereign 
questions .

0.3303 0.5266

This book is very good except 
for a few mistakes.

This book is not about three 
hourse.

fifty book have been so good , 
except for some errors . 0.2678 0.4367

BLEU(seq2seq) BLEU(Transformer)
0.42 0.45

We compared 100 machine translated sentences with the 
correct sentences to generate the average BLEU score.

Transformer showed better performance than seq to seq.


