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Data Description

• Airbnb data in Washington

• Panel data consisting of 
property data over periods

Period Property_ID
5 A
5 B
5 C
5 D
6 A
6 B
6 E
7 B
7 E



Variable Groups

• Superhost Status

• Reviews

• Bookings

• Revenues

• Tract & Zip level demographics

• Location

And many more..

Data Details

• 16 periods

• 133,741 records

• 20,526 unique properties

• 12,073 unique hosts



The proportion of superhosts increased.

- Host at least 10 trips
- Maintain 90% response rate for guest requests
- Complete all confirmed reservations without cancellation
- Receive 5-star review at least 80% of the time

19.3%
33.4%



Only about 30% of properties survived up to 
3 years.



Data Analytics 
Objectives

• Figure out the reasons for 
property churn.

• Identify the properties prone to 
churn. 

• Help Airbnb define targeted 
marketing and promotional 
activities that will help retain the 
properties on the platform.

Train(80%), Validation(20%): Period 5~19 / Test: Period 20 Prediction



Defining Churn

Period Property_ID Churn Description

5 A 0

5 B 0

5 C 1 Didn't survive in the next period

5 D 1 Didn't survive in the next period

6 A 1 Didn't survive in the next period

6 B 0

6 E 0

7 B Last period, to be predicted

7 E Last period, to be predicted

Period Property_ID

5 A

5 B

5 C

5 D

6 A

6 B

6 E

7 B

7 E



Feature Engineering & Variable Selection

• New column “months_with_bnb”

= Difference between “created_date” & “Scraped Date” in months

• Variable Selection (Drop variables)

1) Repeated variables

2) Columns that can be feature-engineered by existing columns

3) Variables that will not add much value to the churn (our intuition)

→ 79 columns concerned + 1 new column added = 80 variables

• Explore 80 variables with boxplot →30 variables selected for model



Data Preprocessing

1) Replaced missing values of  
occupancy rate & revenue with 0
(No days with “booked_days = 0”)

2) Replaced missing values of 
other variables with medians



Logistic Regression (Backward-Elimination for p-value > 0.1)

• Selected 30 Input variables
• Target variable: Churn
• Period 5 ~ 19
• Threshold = 0.5

Confusion 
Matrix

Predicted Value

0 1

True 
Value

0 22,514 17

1 2,496 13

Accuracy = 0.8996

Sensitivity = 0.0051 

Specificity = 0.9992

Confusion 
Matrix

Predicted Value

0 1

True 
Value

0 15,266 7,265

1 1,036 1,473

Accuracy = 0.6685

Sensitivity = 0.5871 

Specificity = 0.6776

• Selected 30 Input variables
• Target variable: Churn
• Period 5 ~ 19
• Threshold = 0.1



Coefficient Interpretation

• 1% increase in rating_ave_pastYear decreases property churn by

𝑒0.620×0.01 − 1 × 100% = 0.620%

• 1% increase in hostResponseAverage_pastYear decreases property churn by

𝑒0.011×0.01 − 1 × 100% = 0.011%

• 1% increase in months_with_bnb decreases property churn by

𝑒0.015×0.01 − 1 × 100% = 0.015%

• 1% increase in Max Guests increases property churn by

𝑒0.012×0.01 − 1 × 100% = 0.012%



More Sophisticated Models
1) Decision Tree

• No threshold tuning

• Classification at 0.5

Confusion 
Matrix

Predicted Value

0 1

True 
Value

0 20,641 1,890

1 1,796 713

Accuracy = 0.8528

Sensitivity = 0.2842

Specificity = 0.9161

2) Random Forest

• Threshold = 0.5

Confusion 
Matrix

Predicted Value

0 1

True 
Value

0 22,503 28

1 2,231 278

Accuracy = 0.9098

Sensitivity = 0.1108 / Specificity = 0.9988

• Threshold = 0.12

Confusion 
Matrix

Predicted Value

0 1

True 
Value

0 16,970 5,561

1 663 1,846

Accuracy = 0.7514

Sensitivity = 0.7358 / Specificity = 0.7532

3) Gradient Boosting

• Threshold = 0.5

Confusion 
Matrix

Predicted Value

0 1

True 
Value

0 22,514 17

1 2,408 101

Accuracy = 0.9032

Sensitivity = 0.0403 / Specificity = 0.9992

• Threshold = 0.095

Confusion 
Matrix

Predicted Value

0 1

True 
Value

0 15,623 6,908

1 760 1,749

Accuracy = 0.6938

Sensitivity = 0.6971  / Specificity = 0.6934



Model Comparison

Model/Metric Threshold Accuracy Sensitivity Specificity

Logistic Regression 0.1 0.67 0.58 0.67

Decision Tree 0.5 0.85 0.28 0.91

Random Forest 0.12 0.75 0.73 0.75

Gradient Boosting 0.095 0.69 0.69 0.69

Random Forest Model works better than other models.



7,407

Random Forest (Validation Set of Period 5~19)

3,807: revenue > 0

3,600: revenue = 0

Random Forest (Predict Period 20)

8,545
3,703: revenue > 0

4,842: revenue = 0

1,780: Churn Probability > 0.12

1,923: Churn Probability <= 0.12

Target for 
Marketing & Promotion

996 Actual Churn

2,811 Did not Churn

Confusion 
Matrix

Predicted Value

0 1

True 
Value

0 16,970 5,561

1 663 1,846



Revenue Analysis

• Logistic Regression (Period 5 ~ 19)

• Input variables: 30 variables

• Target variable: revenue_label
(1: revenue=0, 0: revenue≠0)

Confusion 
Matrix

Predicted Value

0 1

True 
Value

0 53,240 14,747

1 10,227 46,982

Accuracy = 0.8005

Sensitivity = 0.8212 

Specificity = 0.7831



Coefficient Interpretation (revenue_label)

• The “revenue = 0" probability for a churned property is ሺ
ሻ

𝑒0.055 −
1 × 100% = 5.65% higher than that for a non-churned property.

• 1% increase in months_with_bnb increases “revenue = 0" probability 
by 𝑒0.028×0.01 − 1 × 100% = 0.028%

• 1% increase in prev_Number of Reviews decreases “revenue = 0" 
probability by 𝑒0.026×0.01 − 1 × 100% = 0.026%



Exhibit 1. Variable Selection Boxplot

Selected Variable Non-Selected Variable



Exhibit 2. Logistic Regression Result 
(Backward Elimination for p-value>1.0, 

threshold=0.5)



Exhibit 3. Optimal Threshold and other 
metrics of Logistic Regression



Exhibit 4. Optimal Threshold and other 
metrics of Random Forest



Feature Importance (Random Forest)

Exhibit 5. Feature Importance (Random Forest)



Exhibit 6. Optimal Threshold and other 
metrics of Gradient Boosting



Feature Importance (Random Forest)

Exhibit 7. Feature Importance 
                 (Gradient Boosting)



Exhibit 8. 
Logistic Regression Result
(Revenue Analysis)



References

• Is Airbnb broken? - https://finshots.in/archive/is-airbnb-broken/

https://finshots.in/archive/is-airbnb-broken/
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